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\ Motivation

e There are lots of simulations
e |[mprove them all



\ Acknowledgements
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\ What did | do?



Tried to close this reality gap with a GAN
architecture







How did 1 do it? \



\ Generative Adversarial Networks
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\ lmage-to-image translation
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\ lmage-to-image translation

Some considerations:

e Unsupervised vs supervised
e Onetomanyvsonetoone
e Detangled or not



\ Variational Autoencoders
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CycleGan
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\ CycleGan

e Cycleloss A->B->A'=A
e Identityloss A->A = A
e Discriminator loss A->B = Sample of B



Shared Latent
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\ Adjusted loss

e Onlydothe A->B->A from the simulation
e [ncrease the weights of cycle loss



How good did | do? \



—valuation

e Frechet Inception Distance (FID)
e Train alnstance Segmenter



FIDs

e Curvature similarity over datasets
e Datasets approximated as multivariate gaussian
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\ MASK-RCNN

e [nstance segmenter
e Bounding boxes first, then segmentation
e RCNN = Region convolutional neural net (not recurrent)
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\ MASK-RCNN

e Segmentions Average Precision scores

goalframe | goalnet I

[92.158 l:nml|

, 73,729 [92.424 [ 70392 | 90300 |

[c [ oo | [ 7o7o [o2sw [ | 509% ]
|1|




Panoptic Segmentation

e Fusion of semantic segmentation and object segmentation




Questions?
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